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This dissertation is motivated to be able to realize a support system
for welfare technology.

The number of aging people is increasing across the world while the
number of young people entering the workforce is decreasing. Therefore,
human resources will be faced with more difficult to provide assistance to
people in need if they merely depend on the same services and technologies.
Another similar situation is caring for people with a sickness or disability.
Welfare technology is the technology used to enhance human welfare in daily
life, especially for the welfare society (aging people, disability, and people
with chronic disease).

A monitoring system as a part of welfare technology works to monitor
and provide information to the caregiver. Monitoring technology mostly used
sensors or cameras or the combination of both. Therefore, many applications
based on computer vision techniques have been widely developed. However,
in the research field of computer vision that uses only RGB images captured
by a visible light camera, it is difficult to execute tasks stably under various
conditions or different environments such as lighting, weather, and
background. Robustness with respect to these conditions can be achieved by
integrating with data obtained from external sensors. Multi-modal sensor
(depth and thermal sensors) and computer vision approaches are leveraged
in a system to detect and monitor people’s activity continuously. The system
was developed for direct monitoring and analyzing patterns of people’s
activity in daily life to improve the caregiver’s ability to assist. Sign language

recognition system and food constituent estimation system are two



representatives of the support system for human communication and
healthcare in welfare technology.

Many of the recognition tasks in computer vision are conventionally
solved using the handcrafted feature-based approach. The experts
specifically design the approach for feature detectors and descriptors, and
subsequently, the classification task is usually followed by trained classifiers.
However, generally in image recognition, environmental circumstances such
as background and illumination affect the object appearances in the image.
Therefore, it is difficult to manually construct a powerful feature descriptor
that entirely illustrates all kinds of objects. Especially, in food recognition
and food constituent estimation task, accuracies of handcrafted
feature-based approaches are relatively low since appearance of some food
has a high intra-class and low inter-class variance. The main factor is that
food consists of typically deformable objects.

Nevertheless, the problem in handcrafted feature can be avoided by
using deep learning, which is another approach in computer vision. Deep
learning represents learning in a computational model using multiple layer
processing. These layers automatically extract features and determine them
as data input features. During the past years, the appearance of the
ImageNet dataset increasingly supported the convolutional neural networks
(CNN), which is one of the deep learning techniques, become the most
effective architecture to perform visual recognition. CNN automatically
extracts relevant features and shapes from a large-scale training dataset for
classification. However, CNN required a sufficient dataset to optimize a
large number of parameters. Generally, data augmentation and transfer
learning methods are frequently applied to resolve the issue of small
datasets. Although existing data augmentation focused on two-dimensional
data, augmentation data in three-dimensional data (which can be obtained
from the RGB-D sensor) has not been proposed.

This dissertation focuses on sign language recognition and nutritional
estimation based on deep learning to realize sophisticated welfare technology.
In particular, two methods by employing CNN for classification and
estimation are proposed. First, a data augmentation for effective hand
posture classification has been proposed. The proposed data augmentation
strategy generates a large number of hand images with various appearances

based on the three-dimensional rotation for depth image data. Second, the



Xception model, which is the state-of-the-art model of CNN, has been applied
for feature extraction and classification.

On the other hand, automatic food category classification and food
constituent estimation method based on a multi-task CNN has been
proposed in this dissertation. In particular, to achieve lifestyle disease
prevention, the focus is on the recognition of the food category and the
estimation of calories and salinity. The effective estimation of calories and
salinity using multi-task learning with food category classification have been
realized by defining both calorie and salinity estimation as a regression
problem.

Chapter 1 describes the background and purpose of the research. This
explanation begins with the importance of fulfilling welfare technology for
aging people, disabilities, and people with chronic diseases. This 1is
accompanied by examples of welfare technologies that have been
implemented, both assistive technology and monitoring technology. Then,
the equipment such as sensor and camera that is widely used for the
realization of welfare technology for monitoring, and the involvement of
computer vision in offering a digital solution by analyzing the captured
image/video are described. Next, the discussion of the computer vision
approaches consisting of handcrafted features and deep learning, as well as
the consideration in the application of each approach. Finally, I describe the
focus of the problem that will be resolved and define the objectives to be

achieved in this study.

Chapter 2 describes the theory of CNN based on deep learning. This
discussion covers the stages of preprocessing input for CNN, CNN as feature
extraction, and the modification of the last CNN layer that is utilized not
simply for the classification, but also for the regression. Here, I also discuss
the approaches to increase the effectiveness of using CNN, such as

fine-tuning and CNN architectures.

Chapter 3 presents the proposed hand posture classification method with
CNN in sign language recognition. To achieve effective and efficient hand
posture classification using depth data, a hand posture classification based

on the Xception model and data augmentation for hand depth data has been



proposed. The proposed data augmentation method using the 3D rotation on
depth data is effective in generating various appearances of the hand posture
and increasing classification accuracy on the manually obtained dataset. On
the other hand, the Xception model, which is one of the state-of-the-art CNN
models, is applied to hand posture classification. Furthermore, the proposed
method has been evaluated and compared with state-of-the-art researches.

Chapter 4 presents the development of an automatic food constituent
estimation method from food images using multi-task CNN. The research
focuses on the recognition of food categories and the estimation of calories
and salinity. First, a new food image dataset has been constructed by using
public images from several recipe-gathering websites because there is no
large food image dataset with detail information on calorie and salinity.
However, the number of food images with calorie and salinity obtained from
the Internet is not sufficient for the effective learning of CNN. In order to
address this issue, two-stage transfer learning using a large number of food
categories recognition was proposed. The effectiveness of calories and
salinity estimation using multi-task learning with food category
classification by defining both calorie and salinity estimation as a regression
problem is demonstrated. Here, the relationship between the food category

and salinity is also experimentally shown by using multi-task CNN.

Chapter 5 provides the conclusions of the overall system and comments on

some future possibilities to improve the system.
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